Operational Verification of Sim/Stim Interfaces

Problem stated by Dave Howard: Recently a problem on a submarine occurred that jeopardized her ability to deploy. The system that failed had recently passed system certification. Analysis of the failure was inconclusive and attempts to cause the failure to happen in the lab were unsuccessful. As is often the case, all the systems that interface to the system that failed are not available in the lab and so sim/stim data is used instead. It is suspected that a mismatch between the sim/stim and actual performance of associated systems is a major contributor to the problem above. The failure occurred again on the ship and is still under investigation.

Comments from Dave Brown: In my experience, I often saw equipment that checked out fine at the manufacturer but then failed to operate or interfered with other systems once installed aboard ship. First, the use of a sim/stim for integration work should follow the same rules as Modeling and Simulation in other areas. This includes verification that the sim/stim works correctly and validation that the sim/stim provides inputs and outputs that model the real world interface.

The second issue is that a sim/stim should probably not be used for the final certification unless it has been accredited to do so. Accreditation would only be awarded in cases where the reviewers were satisfied that the sim/stim did, in fact, represent the real world interface to such a degree of fidelity that, if a component tests correctly with the sim/stim, then there is a very high probability it will work the same way when connected to the actual systems.

If a sim/stim cannot pass accreditation, then you have a situation where the interface has not been tested, and integration is being conducted in the field. Having served two tours on surface ships, I can assure you that "The Fleet" does not appreciate this. I think the creation of Navy Battle Labs, where the current systems on a platform are installed in a land environment and new equipment can be tested in the system with actual hardware and software, will go a long way toward ensuring that the type of problem you describe, which happens all too frequently, will occur less in the future.

Comments from Robert Gold: For Virginia Class, we made progress in using commercially available networking capabilities to join together various development sites for the subsystems, to allow for live subsystem-to-subsystem testing and troubleshooting. At the time, we couldn't afford to do real-time simultaneous testing of all the subsystems but were able to make some progress towards early integration. My vision was always to allow this capability to transfer to in-service support activities so that in-service issues could be analyzed using as realistic an environment as achievable. We also attempted to establish an organization that held systems engineering oversight of the interfaces, including documented conops for each functional grouping to allow us to manage across the platform in aggregated forums rather than interface by interface. Ultimately, the need for subsystem-to-subsystem sim/stim could be eliminated, especially since the commercial technologies become more affordable every day, although we still need scenario-level stimulation (a la BFTT) to support the enterprise.

